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a b s t r a c t

While midbrain DA neurons show phasic activations in response to both reward-predicting and salient
non-reward events, activation responses to primary and conditioned rewards are sustained for several
hundreds of milliseconds beyond those elicited by salient non-reward-related stimuli. The longer-
duration DA reward response and corresponding elevated DA release in striatal target sites may selectively
strengthen currently-active corticostriatal synapses, i.e., those associated with the successful reward-
procuring behavior. This paper describes how similar models of DA-mediated plasticity of corticostriatal
synapses may describe both stimulus–response and response–outcome learning. DA-mediated strength-
ening of corticostriatal synapses in regions of the dorsolateral striatum receiving afferents from primary
sensorimotor cortex is likely to bind corticostriatal inputs representing the previously-emitted movement
to striatal outputs contributing to the selection of the next movement segment in a behavioral sequence.
Within the striatum, more generally, inputs from distinct regions of the frontal cortex that code indepen-
dently for movement direction and reward expectation send convergent projections to striatal output
cells. DA-mediated strengthening of active corticostriatal synapses promotes the future output of the
striatal cell under similar input conditions. This is postulated to promote persistence of neuronal activity
in the very cortical cells that drive corticostriatal input, leading to the establishment of sustained rever-
beratory loops that permit cortical movement-related cells to maintain activity until the appropriate time
of movement initiation.

© 2008 Elsevier B.V. All rights reserved.
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The hypothesis that dopamine (DA) receptor transmission
mediates reinforced learning [162] by strengthening the synap-
tic connections between corticostriatal inputs and striatal outputs
active at the time that a reward is encountered [21] was based

E-mail address: jhorvitz@ccny.cuny.edu.

largely upon analysis of dopamine antagonist effects on reinforced
learning, and preceded the pioneering work by Schultz and col-
leagues demonstrating that phasic midbrain DA neurons respond
to reward and reward-paired stimuli [130,134]. Later models of DA-
mediated reinforcement learning [22,99,131,156,158] incorporated
data regarding electrophysiological responses of substantia nigra
(SN) and ventral tegmental (VTA) DA cells to reward-related stimuli,
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and work in slice preparations demonstrating DA-dependent
synaptic plasticity in the striatum [28,30,32,157]. Today, available
data help to shed light on the nature of input–output connectiv-
ity in the striatum, and the types of information likely transmitted
by cortical inputs to striatal output cells. This paper will consider
(1) the types of events signaled by phasic midbrain DA neurons to
their striatal recipients, (2) DA-mediated plasticity at corticostri-
atal synapses, (3) the informational codes received and transmitted
by striatal output neurons, and (4) simple models of striatal-based
learning that incorporate these data.

1. Phasic electrophysiological responses of midbrain DA
neurons

Midbrain dopamine neurons of the VTA and SN send projections
to a number of target regions, with particularly strong projections
to the dorsal and ventral striatum and the prefrontal cortex (PFC)
[20,44,106,152]. A large body of evidence suggests that these DA
cells undergo phasic activation in response to primary and condi-
tioned rewards that are not fully-predicted by earlier events or that
are of higher-than-expected value [45,134,146].

Increases in midbrain DA discharge rate produce elevations in
DA release that are disproportionally large during burst-mode fir-
ing compared to release during firing of individual action potentials
[142]. The phasic burst activation of DA cells following reward deliv-
ery has been postulated to provide a ‘teaching’ signal that promotes
synaptic strengthening of those corticostriatal and limbic-striatal
glutamate (GLU) synapses whose activity is coincident in time with
the phasic increase in synaptic DA concentration [21,131,159].

The magnitude of the phasic DA response to reward is inversely
related to the animal’s reward expectation at the time that it is deliv-
ered [45,131]. Phasic responses of DA neurons can thus be said to
code the discrepancy between predicted and actual reward, that is,
a reward prediction error [99,131]. Like the midbrain DA response,
associative learning is greatest when presentation of the uncon-
ditioned stimulus (US) is unexpected [74,91]. Thus, the conditions
under which DA reward activations are observed make these phasic
activations particularly well-suited to contribute to reward-related
learning [131].

Midbrain dopamine neurons can also show phasic activation
responses to salient stimuli without primary or conditioned reward
value [63,66,90,141]. However, the characteristics of these DA
responses differ from those seen following presentation of pri-
mary or conditioned rewards. While both rewards and salient
non-rewards can produce phasic DA activation with onset laten-
cies of approximately 70 ms, the phasic DA activation in response
to salient non-rewards are sustained for approximately 100 ms and
then followed by a period of inhibition in which the DA cell ceases
to fire. In contrast, the DA activations elicited by primary and con-
ditioned rewards last several hundreds of milliseconds and are not
followed by a period of inhibition [65,132].

The onset of the DA response to a visual cue signaling reward
delivery occurs prior to the visual saccade that would permit
foveation of the visual stimulus, and therefore before the reward
versus non-reward status of the event would be expected to have
been evaluated [118,120]. Evidence suggests that one source of
this rapid activation of DA cells may be the superior colliculus
[35,36,96]. In light of the similar onset latencies for DA activation
responses to reward-related and salient non-reward stimuli, and
the sustained response observed to reward-related stimuli, it is pos-
sible that DA cells respond rapidly to salient and novel stimuli, and
if the event is subsequently (within hundreds of ms) determined to
be reward-related, the DA excitatory response is sustained; if not,
a period of inhibition follows.

A strong candidate source of the inhibitory input to DA cells
following evaluation of the non-reward status of a salient sen-

sory event are cells in the lateral habenula which send inhibitory
projections to both VTA and SN DA cells [34,59,92], and which
respond to the presentation of non-reward-related visual target
stimuli (interspersed with reward-related target trials) approxi-
mately 40 ms prior to the onset of the DA inhibitory response to
salient non-reward stimuli [83,92].

The rapid non-discriminating activation onset of the DA
response may serve to provide a relatively precise timestamp
for modulation of corticostriatal synapses [118,119], strengthen-
ing those striatal input–output connections active at the time the
reward stimulus was presented. It has been suggested that the
post-excitatory inhibitory phase associated with DA responses to
non-reward stimuli may serve to ‘cancel-out’ the preceding pha-
sic DA signal within striatal target regions [73]. It is possible
that a slower DA activation onset would permit the maladaptive
strengthening of corticostriatal synapses that become active at a
later moment in time, i.e., strengthening striatal input–output con-
nections that do not correspond closely to the reward-procuring
behavior or to the stimulus conditions that elicited the behavior.

The term “DA reward signal”, employed often throughout this
paper, is not meant to suggest that DA activity mediates all
aspects of reward [23,125], but rather that the phasic DA sig-
nal conveys information regarding the occurrence of reward and
reward-predicting stimuli to striatal target cells. While DA plays
an important role in behavioral functions that affect response
expression [23,102,125] via DA modulation of real-time glutamate
transmission at cortico- and limbic-striatal synapses [64], the focus
here is on models of DA-mediated striatal plasticity and learning.

2. DA and striatal plasticity

Corticostriatal synapses can express both long-term potentia-
tion (LTP) and long-term depression (LTD) [28,33,157]. It has been
suggested that the direction of change in synaptic strength may
depend upon several factors, including activity of NMDA recep-
tors, dopamine concentrations, activation of D1 and/or D2 receptors
[2,28,29,157,159]. Cortical high-frequency stimulation (HFS) has
most frequently been observed to produce LTD of corticostriatal
synapses [29,159]. However, when DA is applied in brief pulses coin-
ciding with the time of pre-synaptic stimulation and post-synaptic
depolarization of the striatal cell, corticostriatal synapses show
potentiation rather than depression [157].

In rats that had previously been trained to lever press for
intracranial self-stimulation, electrical stimulation of the SN
using the animal’s optimal ICSS stimulation parameters produced
corticostriatal synaptic potentiation that was prevented by D1
receptor blockade [121]. Strikingly, the magnitude of corticostri-
atal potentiation induced by SN stimulation within a given animal
was correlated with its previously-observed rate of ICSS lever
press acquisition. These data suggest that DA promotes synap-
tic potentiation in corticostriatal synapses, and that DA-mediated
strengthening of corticostriatal synapses is related to operant learn-
ing. DA modulation of corticostriatal plasticity appears not to occur
when the pulsatile application of DA is delayed with respect to
the arrival of the corticostriatal excitatory input [159], an obser-
vation that gives added functional significance to the rapid onset of
the midbrain DA phasic activation described above. It seems likely
that phasic burst responses of midbrain DA cells produce a pul-
satile increase in synaptic DA concentrations (above tonic levels)
which, via D1 receptor binding, promotes LTP in currently-active
corticostriatal synapses. Because D1 receptors have low affinity for
the DA molecule, synaptic DA concentrations during tonic single-
spike firing of DA neurons are unlikely to lead to D1 receptor binding
[52,71,122].

D1-dependent LTP [27,78,121] is observed only in the popula-
tion of striatal cells that express D1 receptors [139], i.e., striatal
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cells that send direct projections to the GPi/SNr and give rise to
‘direct’ basal ganglia circuits. Via these direct basal ganglia circuits,
sometimes referred to as the ‘go system’, increased corticostriatal
transmission leads to increased thalamocortical activity, and an
increased likelihood of behavioral response expression [6,10,48,97].
D1-mediated LTP is therefore observed in those striatal cells for
which strengthened corticostriatal synapses would be expected
to lead to an increased likelihood of thalamocortical output when
current patterns of corticostriatal input reoccur in the future. Cor-
ticostriatal synapses of direct pathway circuits that are activated in
the absence of D1 binding undergo LTD [139]. A DA reward signal
is therefore likely to potentiate strengthening of currently activate
corticostriatal synapses for striatal cells of the direct pathway via
D1-mediated LTP. In the absence of high DA concentrations, e.g.,
under conditions of tonic rather than phasic DA release, corticos-
triatal synapses for D1-expressing striatal cells would be expected
to undergo LTD, reducing the likelihood that the striatal output cells
will fire when the same corticostriatal inputs occur in the future.

Synapses between corticostriatal afferents and D2 receptor-
expressing striatal output neurons also undergo plasticity, but
the rules governing plasticity of these synapses differ from those
described above. For example, corticostriatal synapses of D2-
expressing striatal cells undergo D2-facilitated LTD [139]. While
such plasticity is likely to play an important complementary role
in behavioral learning, it falls outside the focus of this paper. Here,
DA-mediated plasticity at corticostriatal synapses refers to plastic-
ity at synapses between corticostriatal afferents and D1-expressing
striatal output neurons, i.e., those striatal neurons contributing to
direct basal ganglia circuits.

3. Simple models of striatal stimulus–response (S–R) and
response–outcome (R–O) learning

The following section describes simple models of DA-mediated
stimulus–response (S–R) and response–outcome (R–O; below des-
ignated O–R) or ‘goal-directed’ learning in light of the types of
information coded by striatal cells. The simple learning mecha-
nisms described here are meant to apply generally to learning
mediated by the caudate, putamen, and ventral striatum. In a later
section, particular focus will be placed upon the putamen where
input–output connectivity has been especially well characterized.
In rats, caudate and putamen are typically referred to as dorsome-
dial and dorsolateral (DLS) striatum, respectively. When discussing
anatomical, electrophysiological data and/or proposed learning
mechanisms that apply to both the primate putamen and rat DLS,
the latter term will often be employed. The following discussion
will concentrate upon learning-related properties of medium spiny
output cells, which comprise greater than 95% of neurons in the
striatum, and for the sake of focus, not on the activity and learning-
related changes observed in tonically-active interneurons in the
striatum [13,160].

The dorsal striatum receives glutamate inputs [50,94] from vir-
tually all regions of the cerebral cortex and from midline and
intralaminar nuclei of the thalamus [77,85,88,95,138], with most
of these inputs terminating on spines of medium spiny output neu-
rons. Convergence of cortical projections onto target neurons is
estimated at between 30:1 in rats and 80:1 in monkeys [53].

In the general models in this section, corticostriatal sensory
inputs may be taken to refer to somatosensory, visual, audi-
tory, and/or olfactory input, depending upon the striatal region
[77,85,88,95,138]. Output activity of the striatal cell is assumed here
to contribute to selection of particular behavioral actions, without
specifying the basal ganglia-cortical circuitry that mediates action
selection beyond the level of the striatum. For consideration of basal
ganglia circuitry involved in action selection, the reader is referred
to a number of excellent reviews [5,48,54,56,67,68,98]. Considera-

tion of behavioral action representations as inputs to striatal cells,
rather than simply as output consequences of their firing, is reserved
for the final section of this paper.

3.1. S–R learning

Generally, in models of S–R learning, inputs coding for sen-
sory stimuli and outputs coding motor responses active at the
time of a reinforcement signal are strengthened [21,65,131,159].
In outcome-mediated learning, a behavioral response becomes
associated, through learning, to a representation of a particular out-
come. Upon future activation of a representation of the desired
outcome, the behavioral response that produces the outcome is
selected. As Fig. 1A and B illustrate, these very different types of
learned behavior may be conceptualized in similar ways.

Assume that output cells of the striatum (Fig. 1A, RA and RB)
code particular behavioral responses, e.g., low-level codes to acti-
vate specific muscle groups associated with a movement segment,
and/or higher-order codes to move a limb to a target position.
During S–R learning, DA-mediated promotion of LTP when an ani-
mal encounters a less-than-fully-predicted primary or conditioned
reward may strengthen the currently-active striatal synapses, i.e.,
those for which cortical sensory inputs (Fig. 1A, SB) produced acti-
vation of striatal outputs corresponding to the reward-procuring
behavior (RA). In this model, the S–R striatal synapse that is active at
the time the DA-mediated reward signal arrives (SB to RA) continues
to strengthen (bottom diagram in Fig. 1A, bold box in the stria-
tum) with repeated reinforcement trials, until an asymptotic level
of synaptic strength is reached. S–R synapses that become activated
in the absence of the phasic DA reward signal (SB to RB) undergo LTD,
reducing the likelihood that the same sensory input will depolarize
the post-synaptic output cell sufficiently to produce neuronal firing
in the future. As would be predicted by this type of model, sensory
responses are acquired in striatal cells over the course of reward-
related learning, and dopamine depletion prevents the acquisition
of these striatal sensory responses [12].

It has been proposed that further selectivity of learning and
performance may involve lateral inhibition networks [158] (not
depicted in the figure) mediated by the inhibitory synaptic contacts
that striatal GABAergic output neurons make with one another via
local axon collaterals [84,140,150,166]. Through such a mechanism,
strongly activated striatal cells may inhibit potential striatal com-
petitor cells from becoming activated. DA-mediated reinforcement
of active S–R synapses corresponding to reinforced behavioral per-
formance should, with each reinforced trial, progressively increase
the ability of these striatal output cells to exert lateral inhibition on
other striatal cells, producing a highly selective activation of those
striatal cells whose output corresponds to the successful behavioral
response under current stimulus conditions. The number of striatal
cells showing task-related activations decreases dramatically over
the course of operant S–R learning, as focused activity time-locked
to task-related events emerges in a select group of striatal cells [18].
These data may reflect LTD in non-reinforced striatal input–output
synapses and/or the increasing lateral inhibitory strength exerted
by those cells that have undergone learning-related LTP.

3.2. An O–R model of goal-directed learning

S–R and O–R learning may be modeled in a similar manner,
except that for O–R learning, cortical inputs to striatal cells repre-
sent expected reward outcomes (Fig. 1B, OA and OB) rather than
sensory stimuli. Cells coding for expected reward outcomes are
found in orbitofrontal cortex (OFC), and in regions of the PFC and
amygdala [11,48,103,133,137,145,153], i.e., in regions that strongly
innervate striatal output cells [76,95,128,138]. Striatal cells show-
ing reward expectation coding and/or coding for the conjunction of
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Fig. 1. (A) Corticostriatal inputs (SA, SB) coding for sensory events synapse upon
striatal output cells coding for behavioral responses (RA, RB). A behavioral response
(RA) leading to delivery of a reward or reward-predicting stimulus causes a phasic
increase in midbrain DA activity and a consequent increase in striatal DA release.

reward expectation and movement conditions are found in the DLS,
dorsomedial stratum and ventral striatum [39,40,61,113,126,147],
although there are data to suggest that the dorsomedial striatum
plays a particularly important role in outcome-mediated learning
and performance [164,165].

Imagine that at a particular moment in time, a cortical cell rep-
resenting the expectation of juice reward is activated (OB), and that
the cell makes synaptic contact with a number of striatal output
cells, each representing a different motor response (RA and RB). If
activation of one of these output cells (say RA) leads to a reward-
procuring behavioral response, DA neurons will become activated
in response to the reward, and DA-mediated LTP will strengthen
the active corticostriatal synapses (OB to RA; selective strength-
ening of this corticostriatal synapse is not depicted in the figure).
However, if the cortical outcome expectation cell activates a stri-
atal output cell corresponding to a behavior that does not lead to
a reward-related event (say RB), DA neurons will not become acti-
vated, and during later stages of learning will show an inhibitory
response at the time when the absent reward was expected to have
occurred (see above). The currently-active synapse (in this case,
OB to RB) will undergo LTD. Over the course of successive learn-
ing trials, cortical cells coding for the outcome representation will
become increasingly likely to activate striatal output cells associ-
ated with the reward-procuring behavioral response, and less likely
to activate other striatal output cells.

If, as depicted in Fig. 1B, an individual corticostriatal input cod-
ing for reward expectation makes synaptic contact with a number
of striatal output cells, each coding for a different behavioral move-
ment (or as described below, promoting sustained activity of frontal
cells whose activation is necessary for an upcoming movement, via
pallido-thalamo-cortical circuits), one would expect to observe stri-
atal cells whose activation occurs only when a specific behavioral
response occurs under a specific reward expectation condition. That
is, conjunctive coding for reward expectation and movement. As
noted above, output cells in the dorsolateral, dorsomedial, and ven-
tral striatum do code for reward expectation [39,40,61,113,126,147],
movement [7,72,79,126,143], and importantly, for the conjunction
of the two [40,57,61,113,126,147].

Striatal cells coding the conjunction of reward and movement
conditions are activated, for instance, prior to the execution of an
arm movement – but only when the animal expects to receive food
reward as a result of the movement [61]. These cells show very little
activity when the animal expects to receive reward in the absence
of an arm movement, or in relation to an arm movement for which
it expects presentation of only an auditory stimulus signaling pro-
gression to the next trial. Other striatal neurons are activated in
relation to the arm movement only when the animal expects the
movement to result in presentation of the auditory stimulus rather
than primary reward. Some cells code for expected outcomes based
upon the relative value of the expected reward compared to alter-
native reward outcomes. Some cells coding for reward value show
preferential activation in response to the more-preferred reward,
while others respond preferentially to the less-preferred reward
[39,126]. Striatal cells may code for the specific reward expected

DA-mediated LTP strengthens the currently-active synapses (SB to RA; bottom dia-
gram, bold box in striatum) and increases the likelihood that the reward-procuring
behavioral response (RA) will occur in response to the same sensory stimulus (SB)
in the future. If a striatal output cell is activated by convergent inputs from cortical
cells representing two sensory modalities, DA activation will increase the synaptic
strength of both inputs to the striatal cell. Such a cell will come to show preferen-
tial activity in response to the conjunction of the two sensory conditions, e.g., to a
visual stimulus only when presented in proximity to a particular tactile field [55]. (B)
Corticostriatal inputs (OA, OB) coding for expected reward outcomes synapse upon
striatal output cells coding for behavioral responses (RA, RB). Selective strengthening
of O–R synapses occurs in a manner identical to that depicted for S–R synapses in
(A).
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during a trial (e.g., apple juice versus raspberry juice) [57], although
in light of the studies cited above it is possible that such responses
reflect the relative value of that expected outcome rather than its
sensory properties. Thus, striatal cells often show robust neural
responses only to the conjunction of specific movement and reward
expectation conditions [40,57,61,113,126,147].

The precise sources of reward expectation input to striatal cells
remain to be elucidated [64,134,137]. However, such activity in stri-
atal cells is unlikely to reflect inputs from midbrain DA cells. The
sustained striatal neuronal response during reward anticipation
has a pattern (gradual build up of sustained activity) and dura-
tion (often greater than 2 s) that closely mirrors that observed
in reward-coding cells in the orbitofrontal cortex [137]. These
response properties are dissimilar to those of midbrain DA neu-
rons, which show activations of a much shorter-duration (lasting
hundreds of milliseconds), tightly bound to the time of the reward
or reward-predicting stimulus [137]. This suggests that the reward
expectation activity seen in striatal cells is not caused by striatal DA
release.

As noted above, representation of expected reward outcome
is observed in cells of the OFC and PFC, as well as amygdala
[11,48,103,133,137,145]. Cells in these regions typically respond to
reward expectation independent of the animal’s movement, sug-
gesting that cortical reward expectation inputs to striatal cells are
not yet conjoined to specific movement conditions. According to
the model depicted in Fig. 1B, the conjunctive coding of expected
reward outcomes and behavioral responses that are observed in
striatal cells reflects cortical input activity representing reward
expectation and striatal output activity corresponding to the behav-
ioral response. The strength of this input–output connection for a
given corticostriatal synapse depends upon its history of activation
at the time of reward delivery and DA-mediated LTP.

An attribute of this type of O–R model of goal-directed learn-
ing is therefore that it operates according to principles that are
nearly identical to those typically invoked to underlie S–R learn-
ing. That is to say, the models depicted in S–R Fig. 1A and O–R
Fig. 1B operate by DA-mediated strengthening of currently-active
corticostriatal synapses; they differ only with respect to the type of
information transmitted to the striatum via corticostriatal (and/or
limbic-striatal) glutamatergic afferents. The O–R model is sim-
ple and parsimonious in this respect. In the following section, we
examine how the model accounts for “goal devaluation”, a key char-
acteristic of goal-directed learning and performance.

3.3. Goal devaluation and the O–R model

A fundamental criterion for designating a behavior ‘goal-
directed’ is that, after the behavior has been acquired, changes in
the value of the expected outcome lead to changes in the rate at
which the animal will perform a behavioral response to receive
that outcome, i.e., goal-directed or outcome-mediated behaviors
are sensitive to ‘goal devaluation’ (see [16] review). Suppose, for
example, that an animal is trained to perform a behavioral response
(RA, left lever press), for one reward outcome (OA, juice), and to
perform a different behavioral response, (RB, right lever press), for
another reward outcome (OB, raisin). One of these outcomes, say
OA, is then devalued either by associating it with an aversive state
such as LiCl-induced illness or by permitting the subject to con-
sume OA to satiety during a free-feeding session just prior to a
subsequent operant test session. During the test session, the sub-
ject is given the choice of performing either RA or RB. Importantly,
because neither outcome is presented during this ‘extinction’ test
session, changes in operant response rate cannot be due to changes
in the reinforcing impact of the outcome but rather reflect a change
in the animal’s expectation of outcome value. Behavioral sensitivity
to outcome value is assessed by the relative reduction in performing

the behavioral response that had been associated with the devalued
(OA) compared to the still-valued (OB) outcome.

The O–R model depicted in Fig. 1B accounts for this devalua-
tion effect. Imagine that during an initial training session, a single
response manipulandum was operative and a single outcome was
presented so that the animal could perform RA to receive OA. As a
result of the first few OA presentations, the cortical representation
of OA is active (the animal expects to receive OA) when it per-
forms operant response RA corresponding to striatal RA. The operant
response leads to reward (OA) delivery, causing a DA-mediated
strengthening of the OA to RA synapse as described in the section
above. As the strength of the OA to RA synapse becomes progres-
sively stronger, the likelihood that expectation of OA will lead to
activation of striatal RA (and performance of RA) increases. During a
second session, the animal is permitted to perform RB to receive OB,
and OB to RB synapses are similarly strengthened via DA-mediated
plasticity. Subsequent devaluation of OA leads to decreased activa-
tion of the cortical OA representation, and therefore to a reduced
likelihood of activating striatal RA and the corresponding motor act.
The still-valued OB expectation continues to generate normal RB
output.

After devaluation, it is the value of OA, rather than its expectation,
that has been reduced. According to the model, then, corticostri-
atal neurons representing expected outcomes must be capable of
coding not only outcome identity, but also outcome value. Cells cod-
ing for the relative magnitude and/or preference (i.e., the ‘value’)
of an expected outcome are seen in the OFC [123,129,148], PFC
[11,154], and amygdala [103,104,114,117], and as noted above, cells
in these regions project strongly to the striatum. If the activity of
outcome value-coding cells within one or more of these anatomi-
cal regions were to modulate the likelihood (rate) of goal-directed
behavioral responding via their corticostriatal projections, lesion or
inactivation of the cells should render behavioral response expres-
sion insensitive to changes in the value (e.g., devaluation) of the
expected outcome. Disruption of activity of cells in the basolateral
amygdala impairs behavioral sensitivity to outcome devaluation
[17,37,58,101,109] but see [116]. However, cells in this region appear
to critically mediate changes in the value that an organism assigns
to an expected outcome (e.g., devaluation), rather than the effect
of this changed outcome on subsequent behavioral expression, i.e.,
if the BLA is inactivated after outcome devaluation has occurred,
behavioral expression remains sensitive to the outcome devalua-
tion [155]. Outcome value-coding cells depicted in the O–R model
above should not only undergo changes in output as a result of
changed value, but should also critically mediate the effect of this
changed outcome expectation value on goal-directed behavioral
expression.

In contrast, intact OFC activity does appear to be critical in order
for outcome devaluation to reduce the likelihood of goal-directed
behavioral response expression [49,70,115]. Involvement of cells
in the OFC may be restricted, however, to modulating expression
of simple goal-directed approach responses rather than operant
responses such as lever presses [108]. While cells in anatomical
regions that innervate the striatum code for outcome value, as
required by the O–R model, the precise source(s) of outcome value-
code input that mediate(s) the effects of altered outcome value on
operant response expression remain(s) to be determined.

3.4. Limitation of the O–R model: acquisition of multiple
interspersed O–R associations

According to the O–R model, what would happen if, when a
particular cortical outcome representation (say OB) activates a
striatal output cell coding movement (say RA), the reward outcome
is different than was expected. (An early stage of learning is
assumed here, i.e., a stage when DA neurons become activated by
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the primary reward which is not yet fully-predicted on the basis
of earlier events). If the reward value is less than expected, the
dopamine neuron should be inhibited rather than activated [146],
weakening the connection between the outcome expectation
input and the striatal output associated with the movement. On
the other hand, the model makes the prediction that if the subject
has a cortically-represented expectation of a raisin reward (Fig. 1B,
say OB), which drives activation of a striatal output cell (say RA)
leading to a lever press that results in the delivery of an equally-
or more-preferred juice reward, DA-mediated strengthening of the
currently-active corticostriatal synapses (OB to RA) would in fact
lead to an increased likelihood of the lever press, even though the
raisin reward was expected and the juice reward was delivered.

Further, imagine that the expected raisin (OB) and juice (OA)
rewards are equally-valued, and the subject must learn to press left
for the raisin (Fig. 1B, OB to RB) and press right for the juice (OA
to RA), and that left-raisin and right-juice trials are interspersed
during the acquisition sessions. The striatal O–R mechanism
should be unable to carry out this learning of the two dis-
tinct response–outcome associations (as assessed subsequently by
devaluation of one outcome prior to an extinction test session), for
the phasic DA response does not depend upon the stimulus charac-
teristics of the reward [134], but on the reward’s value compared to
that which was expected [45,146]. Therefore, in the scenario above,
during early stages of learning, even if the animal expects juice
reward (OA) and incorrectly presses the left lever (RB) delivering the
raisin reward, DA neurons should be activated by the equally-valued
juice reward, strengthening the incorrect OA to RB synapse.

An O–R learning system such as that depicted in Fig. 1B
should therefore be unable to learn to perform two distinct behav-
ioral responses for two distinct outcomes when the two distinct
response–outcome contingencies are in effect during the same
behavioral learning session. On the other hand, as described above,
such a system can learn multiple distinct O–R associations so
long as each O–R association is acquired during a separate ses-
sion. According to the model in 1B, separate O–R training sessions
would be necessary to acquire each O–R association during early
stages of learning, i.e., until the strength of the synaptic connections
between O inputs and their corresponding R outputs are sufficiently
strengthened to permit OA to active RA with a higher probabil-
ity than RB. At that point, even with interspersed trials, further
strengthening of individual O–R associations through DA-mediated
reinforcement should occur. Note, in contrast, that learning dis-
tinct S–R associations (in Fig. 1A, SA–RA and SB–RB) should not
be problematic, even with interspersed trials early in learning, for
reward presentation depends upon activation of the correct S–R
synapses. If the animal performs a particular response to an incor-
rect discriminative stimulus, no reinforcement is delivered (task
contingencies ensure that reward is delivered only following SA
to RA or SB to RB, but never following SA to RB or SB to RA). If
the reinforcer were shifted to a different but equally-valued rein-
forcer during task acquisition, discriminative S–R learning should
be unimpaired for the phasic DA response will continue to occur
following, and only following, the correct behavioral response to
the discriminative stimulus.

Learning to respond differently for two distinct but equally-
valued rewards might be accomplished by a neural system for
which a match between the stimulus properties of the expected
and delivered outcomes produces synaptic strengthening between
cells representing the expected outcome (e.g., raisin) and those
representing spatial location of the manipulandum (left or right
side of the cage). (One might imagine that hippocampal systems,
which contribute to spatial as opposed to behavioral response
learning [110,111], might be able to acquire the appropriate asso-
ciations under these conditions). If, however, the animal were
required to perform a joint flexion versus extension upon the same

(spatially-located) manipulandum for an equally-valued raisin ver-
sus juice reward with interspersed R1–O1 and R2–O2 trials, distinct
response–outcome associations should be difficult or impossible to
acquire. Yet such R1–O1 and R2–O2 associations are acquired even
when R1 and R2 are directed toward a response manipulandum in
a fixed spatial location, and with interspersed trials [43].

The O–R model, then, may underlie the acquisition of O–R asso-
ciations acquired during independent learning episodes and the
expression of goal-directed behavior, even for multiple distinct out-
comes. However, an additional mechanism is needed in order to
acquire multiple distinct O–R associations with interspersed trials.
The additional mechanism need operate only during early stages
of learning (to insure that the correct response is selected during
activation of a corresponding outcome representation). So long as
the organism performs the correct response with the correspond-
ing outcome representation active, DA-mediated strengthening of
active O–R synapses will eventually permit the O representation to
select the correct striatal R representation. Because the prelimbic
cortex critically mediates sensitivity to outcome devaluation only
during early stages of training [16,107], it is tempting to speculate
that this region may play a role in circuits that guide early-stage acti-
vation of outcome representations and response selection, while
correct corticostriatal O–R connections are being established.

4. Implications of putamen/DLS movement codes for
striatal learning

In the S–R and O–R models above, movement coding in stri-
atal cells is assumed to reflect the behavioral response associated
with striatal output, rather than movement-related inputs to the
cell. However, many striatal neurons do receive movement-related
inputs. This section describes movement-related responses of cells
in the rat DLS and monkey putamen, both (a) pre-movement activ-
ity of the cells and (b) activity beginning approximately at the time
of movement initiation, and considers the significance of both types
of striatal movement coding for learning.

4.1. DLS responses during movement

Primary sensory and motor areas of the cortex project topo-
graphically onto the DLS of rats and lateral putamen of primates.
Cortical regions representing the head and face project to a ven-
tromedial region, those representing hind limbs project to a more
dorsal zone, and those representing forelimbs project to a still more
dorsal and lateral region of the DLS/putamen [25,46,56,85,95,144].
Cells in these regions of the striatum often show neuronal activation
in response to the movement of specific joints of the body. The body
part represented by these striatal movement codes corresponds to
the body part represented by the sensorimotor cortical afferents to
the region [4,31]. It therefore appears that movement-tied activa-
tions in these striatal regions reflect the influence of their cortical
afferents.

Striatal movement codes that occur around the time of the
movement itself [4,61,81] are likely to reflect cortical input informa-
tion regarding a movement that has already been initiated. Most cells
that are activated around the time of movement become active only
after the appearance of task-related EMG activity [80]. This delay
in movement-tied activity in putamen cells is consistent with the
nature of their motor cortical inputs. Primary motor cortical (M1)
inputs to the putamen include both direct projections, and axon
collaterals branching from M1 axons as they descend to the brain
stem and/or spinal cord [100,112]. Cortical cells projecting directly
to the putamen show movement-related activity that occurs con-
siderably later than that seen in pyramidal tract neurons within
the same frontal motor regions [19]. Thus both direct and collateral
inputs from the motor cortex to the putamen are likely to convey
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Fig. 2. Corticostriatal inputs from primary sensorimotor cortex carry somatosensory
(SB) and movement-related (R1A) inputs representing the just-initiated behavior to
striatal output cells corresponding with the to-be-initiated movement (one of the
two R2A cells). If the animal initiates a behavioral response leading to reward deliv-
ery, the currently-active synapses (SB/R1A to R2A) are strengthened, increasing the
likelihood that the reward-procuring behavior (R2A) will occur in response to the
same somatosensory and motor input conditions (SB/R1A) in the future.

information about the movement that has already been initiated
rather than the next movement to be selected.

Projections from regions of M1 representing a given body part
converge with those from primary somatosensory cortex repre-
senting the same body part onto discrete regions of the putamen
[47]. These somatosensory inputs include those originating in cor-
tical area 3a [46] which contains cells coding for muscle sensation
[167] and area 3b [46] which contains cells coding for the direction
of movement of tactile stimuli across a particular body part (e.g.,
digit) [42]. There is a convergence of cortical projections from areas
3a and 3b to subregions of the putamen that receive inputs from
M1 areas representing the same body part [46]. Such somatosen-
sory inputs are likely to account for the observation that a large
proportion (40–50%) of putamen cells coding for a particular limb
movement are activated even during passive movement of the limb
[9,41].

Convergence of (a) motor copies via corticospinal collaterals
and late-firing direct cortical projections with (b) corticostriatal
somatosensory information coding muscle activation and tactile
results of the just-initiated movement would permit the stri-
atal output cell to become selectively activated just after the
initiation of a well-designated body movement. This type of con-
junctive somatosensory-movement code would serve well as a
discriminative stimulus for generating the next segment of a rein-
forced movement sequence (Fig. 2). If combinations of motor and
somatosensory inputs designate the just-performed behavioral
response (Fig. 2, R1A and SB), and the output of the cell contributes
to selection of the to-be-performed movement (one of the two
R2A cells depicted in Fig. 2), then a DA-mediated strengthening
of these input–output connections following unsignaled primary
or conditioned reward would increase the likelihood that the first
movement (R1A/SB) is followed by the second (R2A). Such a cell

would be expected to show single-unit activity correlated with
the first movement (for the input signals coding the first move-
ment would be necessary in order to activate the cell) but only
when followed by the second movement (the output consequence
of cell firing). Striatal cells receiving specific input coding for a tac-
tile stimulus to a particular body part (say SB) may show activation
associated with that stimulus only when followed by a particular
movement (R2A). These types of neuronal coding are observed in
striatal cells [82,87,151]. According to the model, the proportion of
cells showing this type of conjunctive coding should grow as a func-
tion of the number of trials for which that particular sensory/motor
combination or movement sequence has been rewarded.

The acquisition and performance of learned movement
sequences is severely disrupted by lesions or temporary inactiva-
tion of the DLS [38,75], and by striatal DA depletion [93], consistent
with the notion that the establishment of striatal sequence coding
requires DA-mediated strengthening of input–output connections
corresponding to consecutive segments of a behavioral sequence.
According to this model, DA loss (or pharmacological disruption
during acquisition) should prevent the emergence of striatal units
displaying sequence coding (perhaps with the exception of cells for
which maximally strong input–output connections may be innately
wired).

4.2. DLS responses during movement preparation

Many putamen cells, particularly within anterior regions of
the putamen [8], become activated during periods leading up
to the movement and ending with the onset of the movement
[4,7,79,80,136]. Often these activation responses are observed dur-
ing the delay between the presentation of an instruction cue
designating movement direction and a trigger stimulus eliciting
movement. These striatal activations typically correspond to the
direction of the animal’s upcoming movement [4,8], and are there-
fore unlikely to reflect inputs representing the just-performed
movement. Cells in M1 and the supplementary motor area (SMA),
which strongly innervate output cells of the putamen [6,56], show
movement preparatory activity with similar characteristics [7],
and with onset of activation occurring approximately 100–200 ms
before similar activations are seen in putamen cells [8]. Striatal
movement coding during these pre-movement periods is therefore
likely to reflect the pre-movement activity of frontal cortical inputs
to the striatum. While particular focus is placed here upon move-
ment preparation coding in putamen cells, such coding is also seen
in cells within the caudate and ventral striatum [14,60,80,149].

An important output consequence of striatal activity during pre-
movement delay periods, via basal ganglia outputs directed to the
frontal cortex [3,6,127], may be to maintain ongoing neuronal activ-
ity in the very cells that send corticostriatal inputs to the striatum
[15,127], i.e., those cortical cells coding movement direction dur-
ing the pre-movement delay period (see Fig. 3). As noted above,
cortical inputs carrying these movement direction codes to puta-
men cells (RA, RB) are likely to originate in M1 and the SMA [8].
Putamen cells (a, b, c, d) send projections to internal segments of
the globus pallidus (GPi) which project to specific thalamic nuclei
(including VLo and VAmc), which, in turn, project to M1 and SMA
[1,6,62,124]. Point-to-point closed loop circuitry is unnecessary for
striatal-mediated persistent activity in frontal cortical cells so long
as thalamocortical input to M1 and SMA excites (or prevents inhibi-
tion of) those cortical cells that are already active, i.e., maintains the
activity of currently-active sets of cortical cells [127]. DA-mediated
strengthening of currently-active corticostriatal synapses (Fig. 3,
R1A/OB to b) would be expected to increase the future likelihood
that the cortical movement preparation signal will lead to striatal
output activation. This may permit persistent reverberatory activ-
ity of the cortical cells coding movement direction until the time
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Fig. 3. Cortical M1 and SMA inputs coding the direction of an upcoming limb movement (RA, RB) and cortical cells coding expected reward outcome (OA, OB) send converging
projections to striatal output cells (a, b, c, d) which, via striato-pallido-thalamo-cortical pathways promote persistence of activity in the cortical cells. If the animal initiates a
behavioral response leading to a reward or reward-predicting cue, the currently-active synapses (RA/OB to b) are strengthened by DA-mediated LTP, increasing the likelihood
that the same cortical inputs will produce reverberatory activity in the circuit in the future. Once the relevant corticostriatal synapses have been strengthened by DA
responses to the reward-predicting cue (e.g., a trigger stimulus associated with response-contingent reward delivery), the likelihood of future reverberatory activity through
those synapses will be increased even if future inputs arrive earlier in the trial (e.g., seconds prior to the trigger stimulus).

when the trigger stimulus occasions movement initiation. (It has
been suggested that movement-related activity of frontal cortical
cells during pre-movement delay periods is terminated by thalam-
ocortical signals reflecting corollary discharge that corresponds to
movement initiation [26,127,163]).

Adding plausibility to this type of model, thalamostriatal inputs
appear to generate ‘upstates’ in striatal cells [127], i.e., stable states
of membrane depolarization just below action potential threshold
that are necessary in order for incoming glutamate signals to gen-
erate action potentials in the striatal cell [105,161]. Therefore, after
the striatal output cell has been activated by its cortical inputs,
driving its pallido-thalamo-cortical circuit, projections from tha-
lamus to striatum may promote the maintenance of the striatal
upstate until the next corticostriatal signal arrives. Selective facili-
tation of the activity of currently-active cortical cells may similarly
result from thalamocortical promotion of their upstate mainte-
nance [127].

A similar reverberatory mechanism may maintain the activity of
frontal cortical cells coding reward expectation [11,48,133,137,145],
cells that, as noted above, are found within frontal regions that
project widely to the striatum [95,128,138]. Striatal firing to the
conjunction of movement and reward expectation conditions dur-
ing these pre-movement periods [40,57,61,126,147] is assumed to
reflect convergent input from cortical cells representing reward
expectation and those representing upcoming movement direc-

tion onto individual striatal output neurons. The maintenance of
reverberatory activity by striatal cells receiving convergent reward
expectation (Fig. 3, OB) and movement direction (RA) inputs may be
of particular significance, for conjunctive coding for reward expec-
tation and movement is observed much more frequently in striatal
cells activated during movement preparation compared to those
activated during the movement itself [57,61].

While the focus here has been on cells coding reward expecta-
tion/arm movement conjunctions in the putamen, caudate neurons
coding for visual saccades show pre-movement (i.e., pre-saccade)
activity [60] as well as conjunctive coding of saccade direction and
reward expectation [69,75,86] similar to that described for arm
movements above. The output of these cells corresponds to param-
eters of the upcoming saccade [69]. DA-mediated corticostriatal
synapse-strengthening and promotion of reverberatory corticos-
triatal activity, in a manner similar to that depicted in Fig. 3, may
underlie the sustained pre-movement activity of these saccade-
related cells and the ability of the subject to make rapid saccades in
a particular direction even with a delay between the instruction cue
signaling movement direction and the trigger stimulus occasioning
response initiation.

As noted above, the observation of cortical and striatal prepara-
tory movement activity typically comes from tasks in which a visual
instruction stimulus designates the correct movement, a variable
delay is introduced, and then a trigger stimulus for movement
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initiation is presented [14,60,80,149]. Frontal cortical and striatal
pre-movement activity typically terminates when the trigger stim-
ulus is presented [80], often several seconds prior to presentation
of the primary reward. While the activity of striatal cells coding
movement direction would have terminated long before a phasic
dopamine response to primary reward, the striatal cell typically
is still active at the time of the trigger stimulus [80]; the trigger
stimulus has been shown to elicit a phasic DA response under sim-
ilar behavioral paradigms [89,135], presumably because the trigger
stimulus is a reliable predictor of primary reward delivery.

To the extent that the time intervals between trigger stimu-
lus and reward delivery are narrowly distributed, the DA response
should shift from the primary reward to the trigger stimulus; i.e.,
the DA response to food itself is attenuated to the extent that it is
well predicted by the earlier sensory stimulus [45]. To the extent
that these time intervals are widely distributed (e.g., with trigger-
to-reward intervals ranging from very short to very long), the shift
in the DA response from the primary reward to the trigger should be
reduced. DA-mediated strengthening of the input–output connec-
tions postulated here to underlie the sustained activity of cortical
movement coding cells depends upon a phasic DA response to the
trigger stimulus. Without a DA response to this reward-related
stimulus, strengthening of the input–output connections between
cortical movement preparation input codes and striatal outputs
serving to maintain the activity of these cortical inputs should not
be observed. One would therefore expect that in a task with trigger-
to-reward intervals that vary greatly (say from 0.5 s to 10 s with
a flat distribution of delay probabilities), sustained preparatory
movement activity should be reduced not only in striatal cells, but
also in frontal cortical cells that normally show activity during the
instruction-to-trigger delay period. A loss of sustained preparatory
movement activity in frontal cortical cells should also be reduced by
intrastriatal infusion of dopamine antagonists or temporary striatal
inactivation during task acquisition.

In this model, a DA reward response to a trigger cue after
a pre-movement delay strengthens currently-active input–output
synapses in the striatum (Fig. 3, RA/OB to b) giving persistence to
the reverberatory activity through these synapses. However, given
that the DA-eliciting trigger cue only occurs at the end of the
delay period, how does it promote reverberatory activity, i.e., sus-
tained movement direction (and reward expectation) coding, well
in advance of the trigger? DA-mediated strengthening of currently-
active corticostriatal synapses will be strengthened only at the time
of the trigger stimulus, but the resulting facilitation of transmis-
sion across these synapses will promote input–output transmission
regardless of when future inputs arrive, i.e., even if the future arrivals
of the corticostriatal inputs occur well before the trigger stimulus.
It would therefore be predicted that during early stages of training,
striatal cells should show pre-movement activity in close proximity
to the trigger stimulus, and only after a number of reinforced trials
will earlier-onset pre-movement activation (between instruction
cue and trigger stimulus) be observed in striatal cells.

According to this model, however, there should be a limit on
the maximum duration possible for such pre-movement activ-
ity in striatal cells. While corticostriatal input at the time of the
reward-related trigger should lead to increased strength of the rel-
evant input–output synapses, corticostriatal inputs through these
strengthened synapses that, during subsequent trials, are initiated
at an earlier time (with respect to the trigger) drive corticostriatal
activity in the absence of a phasic DA response; this should cause
weakening of the relevant input–output synapses. Therefore, there
is likely to be a limit on the duration of time that such reverbera-
tory activity can be sustained prior to presentation of the trigger,
and perhaps a limit on the duration of time between instruction
and trigger for which the animal can prepare behaviorally for, or as
seen below, withhold, the instructed movement.

In the model described above, the net result of DA-mediated
strengthening of corticostriatal synapses coding for movement
direction is to allow movement direction coding cells in the frontal
cortex to persist until the trigger stimulus signals the moment
of “permissible” response initiation. However, the same mecha-
nism may be applied to cortical signal generators (R1B) that act to
inhibit, rather than permit, the movement [24]. In the instruction-
trigger paradigm, successful performance requires withholding the
movement until the trigger stimulus is presented. DA-mediated
strengthening of currently-active input–output connections would
promote the acquisition of persistent activity in frontal cortical cells
whose sustained activity is necessary in order to restrain movement
during the instruction-to-trigger delay period. Indeed, very high
mean rates of overall firing in M1 may be observed in the absence
of behavioral movement [51]. Taha et al. make the insightful obser-
vation that greater response suppression is required during trials in
which a premature movement must be withheld in order to obtain
a reward compared to trials in which little reward is available, con-
sistent with the frequently observed activity of striatal cells that are
activated preferentially during pre-movement periods when the
movement is expected to result in the delivery of reward [39,113].

In summary, it is proposed that pre-movement activity of striatal
cells may serve to maintain ongoing corticostriatal basal gan-
glia circuit activity between presentation of an instruction cue
and a trigger stimulus [15], and that DA-mediated strengthening
of currently-active synapses following presentation of the trigger
increases the strength of these synapses, permitting reverberatory
activity to occur. The behavioral consequence of this persistent
activity may be to maintain activity in movement direction cod-
ing cells in the cortex until the time that the movement trigger is
presented.

5. Conclusion

This paper builds upon previous models of DA-mediated learn-
ing in which a DA reward signal strengthens currently-active
input–output synapses of the striatum [22,99,131,156,158]. Current
data support the notion that while midbrain DA neurons show pha-
sic activation onset responses to both reward-predicting and salient
non-reward events, activation responses to reward-predicting
stimuli are sustained for several hundreds of milliseconds beyond
those elicited by salient non-rewards. The rapid onset of the phasic
DA response may be critical to producing selective strengthen-
ing of input–output synapses in the striatum associated with
the successful reward-procuring behavior. Similar models involv-
ing DA-mediated plasticity in corticostriatal synapses may be
employed for both stimulus–response and response–outcome
learning, with the key difference being the nature of the cor-
ticostriatal input information (stimulus versus outcome-related)
that becomes tied to movement-related striatal outputs. It is sug-
gested that DA-mediated strengthening of corticostriatal synapses
in DLS regions receiving afferents from primary sensorimotor
cortex serves to bind inputs representing the previously-emitted
movement segment to striatal outputs contributing to the selection
of the next movement segment in a behavioral sequence.

Within the striatum, more generally, output neurons often show
pre-movement activation that requires the conjunction of upcom-
ing movement direction and reward expectation conditions. It is
suggested that this sustained neuronal activity reflects convergent
inputs from distinct regions of the frontal cortex that code for
movement direction and reward expectancy independently. DA-
mediated strengthening of active corticostriatal synapses carrying
these information codes occurs when the animal encounters a
reward-related stimulus. The strengthening of these corticostriatal
input–output connections, via downstream basal ganglia conse-
quences of striatal output activity, promotes the maintenance of
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activity in the very cortical cells that drive corticostriatal input,
leading to the establishment of sustained reverberatory loops that
permit cortical movement-related cells to maintain activity until
the appropriate time of movement initiation.
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